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MEMORANDUM FOR SECRETARIES OF THE MILITARY DEPARTMENTS

CHAIRMAN OF THE JOINT CHIEFS OF STAFF

UNDERSECRETARIES OF DEFENSE

DIRECTOR, DEFENSE RESEARCH AND ENGINEERING

ASSISTANT SECRETARIES OF DEFENSE

GENERAL COUNSEL OF THE DEPARTMENT OF DEFENSE

INSPECTOR GENERAL OF THE DEPARTMENT OF DEFENSE

DIRECTOR, OPERATIONAL TEST AND EVALUATION

ASSISTANTS TO THE SECRETARY OF DEFENSE

DIRECTOR, ADMINISTRATION AND MANAGEMENT

DIRECTORS OF THE DEFENSE AGENCIES

DIRECTOR, NATIONAL RECONNAISSANCE OFFICE

DIRECTORS OF THE DOD FIELD ACTIVITIES

CHIEF INFORMATION OFFICERS OF THE MILITARY
DEPARTMENTS

DIRECTOR, COMMAND, CONTROL, COMMUNICATIONS AND
COMPUTER SYSTEMS, JOINT STAFF

CHIEF INFORMATION OFFICERS OF THE DEFENSE AGENCIES

DIRECTOR, INTELLIGENCE COMMUNITY MANAGEMENT
STAFF

INTELLIGENCE COMMUNITY CHIEF INFORMATION OFFICER

COMMANDERS OF THE UNIFIED COMBATANT COMMANDS

E2.1. SUBJECT: DoD Chief Information Officer (ClO) Guidance and Policy Memorandum
No. 11-8450- - Department of Defense and Intelligence Community Enterprise

Computing

The attached Department of Defense and Intdlligence Community Enterprise Computing
guidance and policy is effectively immediately. It establishes policies and assigns
respongibilities to further achieve effective, efficient, and economica acquisition, management,
and use of computing equipment and services.

This policy guidance establishes a holistic Enterprise Computing policy for the Department.

My point of contact for this effort is Lt Col Ronald Holloway, who can be reached at (703) 607-
0506, or by email: Ronad.Holloway@osd.pentagon.mil.

Signature Block
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Global Information Grid (GIG)
Enterprise Computing
Guidance and Policy Memorandum

1 PURPOSE: This Guidance and Policy Memorandum (G& PM) establishes Department of
Defense (DoD) palicy related to Enterprise Computing (persond, local, regional, and global
computing) to enable the secure exchange and use of information necessary to the execution
of the DoD misson. Thispalicy isan extenson of the Globd Information Grid G& PM.
This document establishes policies, guidance, and assigns responsibilitiesto:

1.1 Develop and maintain architectures tha provide for the choice of the computing
platform (from microcomputer to mid-tier to mainframe to supercomputer) and the
placement of gpplication and data while managing the diversty of the Enterprise
computing environments.

1.2 Ensureinformation assurance and interoperability across these Enterprise Computing
environments.

1.3 Providefor the coordination and synchronization of the plamning, development,
implementation, and operations of Enterprise Computing using the standard DoD
requirements, resource alocation and acquisition processes.

1.4 Manage Enterprise Computing resources and service providers.

2 APPLICABILITY:

2.1 Thisguidance and policy gppliesto the Office of the Secretary of Defense, the
Military Departments, the Chairman of the Joint Chiefs of Staff, the Combatant
Commands, the Inspector Genera of the Department of Defense, the Defense
Agencies, and the DoD Fidd Activities (heregfter referred to collectively as “the DoD
Components”).

2.2 Thispolicy must comply with public law and established DoD and Director Centra
Intelligence (DCI) Directives relaive to architecture, requirements, resource
alocation, acquisition and security policies and practices. [Congider adding thisto the
Overarching and other G& PMs)]

3 SCOPE:

3.1 ThisDirective gppliesto dl persond, locd, regiond and globa computing
environments, collectively referred to as Enterprise Computing, and service/agency
and joint functional applications that are administered, managed, acquired, operated or
used by the DoD Components. I T embedded in Nationa Security Systems (NSS)
shdl comply with thispalicy. Interfaces with sysems externd to the DoD shdl bein
accordance with this policy to the maximum extent possible.
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3.2 ThisDirective uses the Computing and Communications Architecture Framework
Sub-view (CCAFS) that dlarifies the scope and rdationship of Enterprise Computing
within a broader architectural context. See Enclosure (1) of this policy for an
introduction to the CCAFS and its related terminology.

4 DEFINITIONS: SeeEnclosure (2)

5 POLICY:

It isthe policy of the DoD thet:

5.1 Enterprise Computing Architecture Management

511

512

5.1.3

5.1.4

5.15
5.16

5.1.7

5.1.8

5.1.9

5.1.10

5.1.11

The foundation for Enterprise Computing shdl be the GIG computing and
communications architecture.

Enterprise Computing (persond, locdl, regiona and globa computing)
environments shdl be planned, designed, and implemented to support al DoD
Components applications and tools.

The appropriate computing platforms (from microcomputers to supercomputers)
shdl be available within each Enterprise Computing environments to meet
information processing and storage requirements.

Each application shal use the appropriate standard gpplication program
interfaces.

Applications shdl be designed to share end user devices.

Any gpplication or associated data that is common to more than one operationa
gte not utilizing aDoD designated regiond or globa computing centers shall
require awaiver.

Regiona computing environments shal be consolidated on alimited number of
regiond computing centers within a geographica areafor operationa
effectiveness and codt efficiencies.

Globa computing environments shdl be consolidated on alimited number of
globa computing centers for operationd effectiveness and cost efficiencies.

Persona and loca computing environments shall be planned, designed, and
implemented to maximize the use of standard configurations of end-user devices,
local servers, locd networks, user productivity tools, and associated software.

Regiond and globa computing environments shal be planned, designed, and
implemented to maximize the use of standard configurations of regiond servers,
globa servers, user productivity tools, development environments, and associated
software.

All persond, locd, regiond, and globa computing standard configurations shall
be planned, designed, and implemented to use the enterprise network
environments. These slandard configurations shdl support end-to-end
interoperability of information assurance services, computer and network
management services, and information digtribution servicesfor dl DoD
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Components' applications.
5.2 Enterprise Computing Resource and Acquisition Management

5.2.1 Component Business Case Andyses (BCA) and performance assessments shall be
conducted to determine the optima choice of computing platform, and placement
of gpplications and associated data on persond, local, regiond, and global
servers.

5.2.2 Pansand programs for Enterprise Computing environments shal be coordinated
and synchronized to ensure gppropriate capacities and migration to approved
architectures.

5.2.3 Component five-year IT investment strategies shdl be reviewed annualy to
assure program synchronization for planned Enterprise Computing capabilities,
for incluson in the Program Objective Memorandum (POM) submission.

5.2.4 Component current year budget shall be reviewed annudly to assure

synchronization and architectura compliance for Enterprise Computing programs
prior to execution.

5.2.5 Upgrades or expansons of legacy Enterprise Computing environments that do not
conform to standard configurations shal be minimized and require awaiver.

5.2.6 DoD dedgnated regiond and globa service providers shdl have theright to
compete for al regiond and globa computing workload.

5.2.7 Enterprise Computing service providers shdl be chosen on abest value basis,
unless mission requirements dictate otherwise.

5.2.8 All software shdl be properly licensed before use.

5.2.9 Inventoriesof al hardware and software ingtaled on Enterprise Computing
environments shdl be created and maintained.

5.3 Enterprise Computing Operations Management
5.3.1 SavicelLevd Agreements (SLAS) shdl be established with al computing service
providers.

5.3.2 Enterprise Computing service providers shdl be held accountable for their
performance in accordance with their SLAS.

5.3.3 There shdl be one Enterprise Computing coordinator for persond and loca
computing and communicaions environments within amilitary or civilian
ingdlation.

5.3.4 Enterprise Computing environments shall be designed, developed, tested and

operated to ensure continuity of operations congstent with operationa
requirements.

5.3.5 Operationd status of Enterprise Computing environments shal be made visble to
the appropriate GIG operators and users.

5.3.6 All Enterprise Computing assets shdl be disposed of according to existing
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Federal and DoD policy.

6 RESPONSIBILITIES
6.1 DoD Chief Information Officer/Assstant Secretary of Defense (C31):
6.1.1 Promulgate and issue guidance and ingructions to this palicy.
6.1.2 Deveop and maintain the Enterprise Computing Architecture, including:

6.1.2.1 The CCAFS and associated reference models using an automated tool and
repository.

6.1.2.2 The gandard configurations for Enterprise Computing environments to
accommodate:

6.1.2.2.1 End-to-End compatibility across information assurance, computer and
network management and information distribution services.

6.1.2.2.2 Useof COTS and non-COTS products based on technical standards.

6.1.2.2.3 Insartion of technology to meet functiona requirements (sate- of- the-
practice).

6.1.2.2.4 Implementation of new and emerging technologies (date-of- the-art).
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6.1.2.3 The standard application program interfaces for each type of computing
platform.

6.1.24 A testing and certification process to ensure standard configurations of
hardware and software are interoperable with computing and network
environments.

6.1.25 Thewalver processfor deviations from the Enterprise Computing
architectures.

6.1.2.6  Automated tools and repositories for the creation, storage and dissemination
of the enterprise architectures, associated reference models and equipment
and software inventories.

6.1.3 Ensurethat dl regiona and globa computing environments and joint and specid
interest gpplications are in compliance with Enterprise Computing architectures.

6.1.4 Ensurethat dl acquistion agents conduct a Business Case Andysis and
performance assessment to determine the optima choice of computing platform
and placement of joint or specid interest gpplications and associated data on
Enterprise Computing environments.

6.1.5 Review annudly thefive-year Enterprise Computing investment strategies
prepared by Services and Agencies during the POM submission for dignment of
priorities and synchronization of programs.

6.1.6 Providefor the dimination of duplicate regional and global computing
environments across the DoD Components.

6.1.7 Egablish catification authorities for regiond and globa computing architecture
compliance.

6.1.8 Ensuredl program/acquisition managers that develop or acquire joint or specid
interest applications or data of aregiond or globa nature use designated regional
and globa computing centers or obtain awaiver.

6.1.9 Edablish conggtent roles and responsibilities for Enterprise Computing service
providers including specific performance measurements.

6.1.10 Edtablish aprocessfor sdecting, evauating and accrediting designated regiona
and globa computing service providers.

6.1.11 Arbitrate issues regarding non-performance of SLAs for the designated regiona
and globa computing service providers.

6.1.12 Ensurethat automated inventories of dl current and planned Enterprise
Computing assets are created and maintained.

6.2 Savice/Agency Chief Information Officer
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6.2.1 Promulgate and issue guidance and ingructions to this policy.

6.2.2 Ensurethat persond and loca computing environments and dl Service/Agency
gpplications are in compliance with approved Enterprise Computing architectures.

6.2.3 Ensurethat al acquisition agents conduct a Business Case Andysis and
performance assessment to determine the optima choice of computing platforms
and placement of applications and associated data on persond, locd, regiond, and
globa computing environments.

6.2.4 Review annudly the Sarvice/Agency five-year IT invesment srategies for ther
programs for dignment of priorities and synchronizetion of programs prior to the
POM submisson.

6.2.5 Provide for the eimination of duplicate persond, locd, regiond, and globa
computing centers within the Military Department or Defense Agency.

6.2.6 Edablish certification authorities for persona and local computing architecture
compliance.

6.2.7 Ensuredl acquistion agentsthat develop or acquire applications or data of a
regiond or globa nature use designated regiond and globa computing centers or
obtain awaiver.

6.2.8 Review dl acquigtions of Enterprise Computing environments to ensure
compliance with the gpproved I T investment strategy.

6.2.9 Implement consstent roles and respongibilities for persond and loca computing
service providersincluding specific performance measurements.

6.2.10 Establish aprocessfor sdecting, evauating and accrediting persond and loca
computing service providers.

6.2.11 Arbitrate issues regarding nonperformance of SLAsfor their Enterprise
Computing service providers.

6.2.12 Create and maintain automated inventories of their current and planned persond,
locdl, regiond, and globa computing capabilities and applications.

6.2.13 Report annualy the status of the Enterprise Computing environment to the DoD
ClO.

6.3 DoD and Service/Agency Enterprise Computing Acquisition Agents
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6.3.1

6.3.2

6.3.3

6.3.4

6.3.5

6.3.6
6.3.7

6.3.8

6.3.9
6.3.10

6.3.11

Dr aft

Gather and aggregate requirements for Enterprise Computing environments to
support gpplications and user access.

Select the gppropriate standard configurations for Enterprise Computing
environments based on BCAs.

Obtain certification of Enterprise Computing architecture compliance from the
designated certification authority.

Plan and resource the acquisition and implementation of required persond, locd,
regiona, and globa computing capabilities and capacities.

Oversee the acquisition of Enterprise Computing capabilities or the sdlection of
the computing service providers.

Egtablish SLAs between the computing service providers and users.

Ensure configuration management of Enterprise Computing environmentsis
established and maintained.

Evauate the performance of dl Enterprise Computing environments for their user
base.

Ensure dl software is appropriately licensed.

Evauate performance of computing providers and oversee contracts including the
providers SLAS.

Take appropriate action with providers for not meeting the performance
requirements of the SLA.

6.4 Joint and Service’Agency Application Acquisition Agents will

6.4.1

6.4.2

6.4.3

6.4.4
6.4.5

Gather functiond and operationd requirements for Enterprise Computing for their
aoplications.

Sdlect the appropriate stlandard application program interfaces with their
associated standard computing configurations for each gpplication based on
BCAs.

Obtain certification of Enterprise Computing architecture compliance from the
designated certification authority.

Ensure al software is gppropriately licensed.

Pan and resource any additional persond, locd, regional, and global computing
capabilities or capacities needed to support their applications. The Enterprise
Computing acquisition agent(s) and application acquidtion agents must
coordinate the provision of the additiona capabilities or capacities, as needed.

6.5 Enterprise Computing Service Providers will:
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6.5.1
6.5.2
6.5.3
6.5.4

6.5.5

6.5.6
6.5.7
6.5.8
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Obtain accreditation from the appropriate CIO.
Ddiver specified services in accordance with the SLA.
Report performance measures as specified.

Provide visihility of the Enterprise Computing operationa stetusto the
appropriate GIG operators and users.

Ensure that appropriate backup and recovery capabilities are in place to assure
continuity of operations.

Maintain secure Enterprise Computing environments.
Ensure adl software is gppropriately licensed.

Maintain configuration manegement of dl their Enterprise Computing
environments and an inventory of dl related assets.

7 EFFECTIVE DATE: Thisdirectiveis effective immediately upon issuance and until
superseded.
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Enclosure (1) - Computing and Communications
Ar chitecture Framework Sub-View

The Computing and Communications Architectura Framework (CCAFS), shown in Figure A-1
below, was used in formulating the directives contained in this Policy and Guidance
Memorandum. The CCAFS s used to identify and describe the various components that
comprise an enterprise-wide information technology infrastructure to address the functiona
requirements of Joint and Service/Agency applications across dl operationa environments. This
information technology infrastructure supports the capture, processing, transmission, storage,
and retrievd of enterpriseinformation in al forms and provides secure, interoperable, and
manageable I'T cgpabilities for the Globa Information Grid (GIG).

The CCAFS exigts as a Sub-view within the Systems View of the proposed Enterprise
Architecture Framework (EAF). The EAF is positioned as an extension to the C4ISR
Architecture Framework Verson 2. The EAF and the CCAFS will require formad review and
adoption by the Architecture Coordination Council (ACC). The CCAFSis presented here to
provide a common conceptua representation and definitions of the components of the GIG
Computing and Communications Cgpability for DoD for use in describing related policies.

Information Assurance Services

Computing and Network Management Services

Information Distribution Services
I

Development Development

Environments Environments
—
User Wide User
Productivity Local Campus § Operational | Metropolitan Area Productivity
Tools Area Area Area Area Networks Tools
Networks § Networks § Networks Networks « CONUS

¢ Theaters RG]
End Local Computing | Computing
User s Environ- Environ-
; ervers
Devices ments ments

Global

Personal and Local . : .
Computing and Global Connectivity for Voice, Video, and Data

Communications
Environments

Computing
Environments

Regional and Global

The Computing and Communications Architecture Framework Sub-view (CCAFS)

Figure A-1: The Computing and Communications Architecture Framework Sub-view

The Computing and Communications Architecture Framework Sub-view contains the
architecture el ements needed to identify required I T infrastructure capabilities and to develop
architectura solutionsto deliver those capabilities. It is organized around both atechnologica
and topologicd orientation. The three bands across the top of the CCAFS are of particular
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importance since they represent the necessary end-to-end capabilities for inter-operability of
information assurance, management, and information distribution services.

Persond and Loca Computing and Communications Environments contains those dements that
provide locdized capabilities to users of the infrastructure. It includes dl types of end-user
devices for access and retrieva of information and services provided by the GIG. It dso
includes local servers and the associated Loca Area Networks to interconnect al local devices.
It is used to develop standard solutions for local computing capabilities across various types of
DoD facilities, operationd platforms (ships, planes, tanks, etc.), and mobile user communities
(expeditionary and deployed forces). It includes the user productivity tools required to support
the inter-working of remotely located personne connected to the appropriate Enterprise
Network. Loca Serversand Loca Area Networks (LANS) are included in the Loca Computing
Architecture asthey are typicaly designed and managed in conjunction with end-user devices
and local operationd requirements.

Persona and Locad Computing and Communications Environments are connected to Enterprise
Networks through appropriate communications adapters or gateways depending on their
locations. Deployed platforms and units use Operational Area Networks (OANS) based on
wireless technologies to support localized communication and provide access to Theater-based
Wide Area Networks usng satdllite communications. Fixed facilities link through Campus Area
Networks (CANSs) when they are part of abase, camp, post, garrison, or other type of military
inddlaion. Campuses and isolated facilitiesin areas of high concentration of military

ingtdlations use Metropolitan Area Networks (MANS) to support intra-regiond traffic and
provide gateways to the enterprise Wide Area Networks (WANs). CONUS and Theater-based
WANS combine to provide a globa backbone connectivity capability.

Various types of Enterprise Networks are constructed from these five network components
(LANs, OANs, CANs, MANSs, and WANS). These Service Networks provide the necessary level
of secure networking capability to support al types of information exchange and distribution
between end user devices and with the application and information servers.

Regiond and Globa Computing Environments operate across the Enterprise Service Networks.
Regional Computing Environments support applications where dataiis distributed on aregiona
basis and Globa Computing Environments support applications where datais best centrally
managed. Both types of Regiona and Globa Computing Environments offer asimilar range of
technica environments for application and information processing.

This Enterprise Computing Policy relates directly to the Persond and Loca Computing and
Communications Environments and the Regiond and Globa Computing Environments as
represented in this CCAFS.
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Enclosure (2): Definitions

Acquidgtion Agent isany program manager or DoD authorized purchaser that buys GIG
products and services and aso manages these resources over their life cycle.

Business Case Analysisisthe evdudtion of aternative solutions that includes the ability to meet
the defined requirements (e.g., technica, functiond, training, implementation, operationd, and
scheduling), total cost of ddivery and sustainment, operationa performance considerations, and
associated risks.

Computing and Communications Capability comprisesloca computing environments,
enterprise networks, and regiona and globa computing environments and related information
assurance management, infrastructure management, and information digtribution services.

Computing and Networ k M anagement Ser vices include performance managemernt,
configuration management, change management, operating systems management, help desk tools
and services, service scheduling, backup and recovery management, and usage and cost
acocounting.

Development Environment includes compilers, interpreters, CASE tools, debuggers, web
publishing tools, and modding, Smulation and andysstools.

End User Devices are personad computersincluding desktop and lgptops, thin clients, high-end
workgtations, persond digital assistants, telephones, and pagers.

Enter prise includes the Office of the Secretary of Defense, the Military Departments, the
Chairman of the Joint Chiefs of Staff and the Joint Staff, the Combatant Commands, the
Ingpector Generd of the Department of Defense, the Defense Agencies, and the DoD Field
Activities.

Enterprise Computing comprises persond, locd, regiona and globa computing environments.

Enterprise Computing Coordinator isthe single point of contact on amilitary or civilian
indalation or facility thet is responsible for the connectivity of the end user devices, locd
servers and local networks.

Enterprise Networ ks are comprised of al Service and Transport networks and
telecommunications services as designated by the DoD CIO Executive Board.

Global Computing Center is an operations facility (e.g., Defense Megacenter) supporting
global computing environments of al required types of platforms providing centralized
computing services for the enterprise.

Global Computing Environment is acomputing capability that supports centraized application
or data processing for the enterprise.

Global Information Grid (GIG) The globaly interconnected, end-to-end set of information
capabilities, associated processes and personne for collecting, processing, storing, disseminating
and managing information on demand to warfighters, policy makers, and support personnd. The
GIG includes al owned and leased communications and computing Systems and services,
software (including applications), data, security services and other associated services necessary
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to achieve Information Superiority. It aso includes Nationa Security Systems as defined in
section 5142 of the Clinger-Cohen Act of 1996. The GIG supports al Department of Defense,
Nationd Security, and related Intelligence Community missions and functions (drategic,
operationd, tactical and business), in war and in peace. The GIG provides capabilities from al
operating locations (bases, pogts, camps, stations, facilities, mobile platforms and deployed
gtes). The GIG provides interfaces to codition, adlied, and non-DoD users and systems.

I nfor mation Assurance Ser vices include encryption, access control, user identification and
authentication, malicious content detection and virus protection, audit, physical and environment
controls, computer assisted downgrading, Public Key Infrastructure, and certificate management.

Information Distribution Servicesinclude directory services, eectronic mail transport,
network news transport, web transport, file transfer services, voice and video conferencing,
broadcasting services, network time services, domain name services, and remote procedure cals.

Information Technology means any equipment or interconnected system or subsystem of
equipment, that is used in the automatic acquisition, sorage, manipulation, management,
movement, control, display, switching, interchange, transmission, or reception of data or
information. Thisincludes computers, ancillary equipment, software, firmware and smilar
procedures, services (including support services), and related resources.

Joint Applicationsare functional sysemsthat are used by multiple Services and/or Agencies.

L egacy Environments include non-standard, non-compliant technologies and obsolete
gpplications and Computing and network.

L ocal Computing Environment isacombination of locd servers, shared peripherds, loca
networks, user productivity tools and associated software availaole & a given work ste, which
may be fixed, mobile, or deployable.

National Security Systems means any telecommunications or information system operated by
the United States Government, the function, operation, or use of which involves intdligence
activities, cryptologic activities rlated to nationa security, command and control of military
forces, equipment that is an integral part of aweapon or weapons system, or is critica to the
direct fulfillment of military or intdligence missons.

Per sonal Computing Environment is acombination of end user devices, peripheras, user
productivity tools and associated software available at a persond work location, which may be
fixed, mobile, or deployable.

Regional Application isafunctiond system or component where the data is accumulated for a
regiona operating areaand the users are largely based within that region.

Regional Computing Center isan operations facility supporting regional computing
environments of dl required types of platforms providing computing servicesto aregiond
operating area.

Regional Computing Environment isacomputing cagpability that supports application
processing for information that is gpplicable to a specific geographic region and includes the
following types of servers: gpplication, web, database, document, video, mail, and print.

Regional and Global Computing Environment isacombination of computing platforms,
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peripherals, user productivity tools and associated software that are accessed via enterprise
networks

Service/Agency Applicationsare functiond systemsthat are used by individua Services or
Agencies.

Service Level Agreement isany type of management vehicle between a service provider and a
customer that specifies performance requirements, measures, reporting, cost, and recourse.

Service Provider isany type of organization interna or externa to DoD who has designated
respongbility for the operation of one or more components of the Globa Computing and
Networking Capability.

Standard Configuration is atemplate providing a common, reusable design of technology
components within the overal GIG Computing and Communications Capability. These design
templates include al required dements of hardware and software excluding applications

systems. They are defined for different types of loca computing environments, enterprise
networks, and regiond and globa computing environments.

User Productivity Tools include document processing, Spreadsheet, presentation graphics and
personal database, email, world wide web browser, collaborative computing, calendar
management and scheduling, gpplication dients, digita telephony, video and audio conferencing
and voice mall.
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